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Abstract :  Many problems in the field of Operations Research and Project Management can be classified as Optimization Problems 

which are classically NP-Hard. One such important problem is the Resource Constrained Project Scheduling Problem, abbreviated 

as the RCPSP. It is a Combinatorial Optimization problem involving resource as well as precedence constraints with temporal 

conditions. But, the RCPSP requires exponential computational resources as the problem complexity increases, as it is intractable. 

Thus, Soft Computing based approaches provide better results towards solving the problem optimally. This paper presents the usage 

of a discrete version of the Teaching Learning Based Optimization (TLBO) metaheuristic to solve the problem. Also, a hybrid 

model using 2-point crossover inspired by the Genetic Algorithm is presented. The proposed models are extensively tested on well-

known benchmark test instances and analyzed. The promising results demonstrate the efficiency of the proposed solutions for 

solving the RCPSP problem of varying magnitudes. 

 

IndexTerms – Scheduling, Optimization; RCPSP (Resource Constrained Project Scheduling Problem), Soft Computing, 

Metaheuristics, Swarm Intelligence, Nature Inspired Algorithms, Teaching Learning Based Optimization Algorithm 

(TLBO), 2-point Crossover. 

I. INTRODUCTION 

Project Scheduling is one of the most important tasks in Project Management. It is a decision-making process that aims to find 

the optimal completion time of the project, also called the makespan, by arranging the activities in the project in such a manner that 

the requisite constraints are satisfied. The success of a project and hence the business of an organization, thus largely depends on how 

effectively and efficiently the activities in a project are scheduled. Most of the tools and techniques used to schedule activities in a 

project, however assume that the availability of resources to be used in a project is unlimited over the time horizon of the project. 

However, in most practical scenarios, resources such as humans, machines, money etc. are available in limited capacities when several 

activities are going on concurrently in a project. Also, as industries are progressing towards Industry 4.0, it is becoming more and 

more imperative to schedule projects such that the limited resources are used more intelligently, along with optimizing the makespan 

of the project. Hence, a more representative approach is to take into consideration the limited availability of the resources while 

scheduling the activities in a project. This creates a new variant of the scheduling problem known as the Resource Constrained Project 

Scheduling Problem, popularly abbreviated as the [1]. 

The RCPSP is an Optimization Problem with constraints whose objective is to schedule the activities in a project with limited 

resources in such a way that, both the precedence as well as resource constraints are satisfied and the duration or the makespan is 

minimized. RCPSP is a key problem in many industries such as construction, Aircraft maintenance etc. as the availability of resources 

in a constrained manner affects the scheduling of such projects decisively. As the problem is relatively general with multiple 

application areas, also exhibiting complex, large-scale and non-linear behaviours, it has been a widely studied and researched area 

amongst engineers and scientists, both in the field of Operations Research (OR) as well as Combinatorial Optimization (CO).  

Being such challenging problem both in terms of research and practical applications, RCPSP has received vigorous attention for 

almost two decades now and is still a very active and continuing area of research. Early research proposed many exact methods based 

on techniques like Branch and Bound, Dynamic Programming, Mixed Integer and Linear Programming etc. [2] to solve the problem. 

However, Blazewicz et al. [3] described RCPSP and other constrained scheduling problems as Combinatorial Optimization problems 

which are NP-Hard in the strongest sense. Hence, though the exact methods did solve the problem optimally for smaller size instances, 

they were unable to provide a polynomial time solution satisfactorily as the problem size increased. The research focus, then shifted 

towards the use of greedy technique based approximate techniques to solve the problem.  In the last two decades, there has been an 

ongoing research towards use of Nature Inspired Soft Computing based approaches to find solutions to large size instances of the 

problem. Unlike exact methods which come with a guarantee of optimal solution, these methods act as a best-effort delivery method 

finding optimal solution in most cases and suitable feasible solutions almost always as they emulate characteristics found in natural 

habitat of species like basic nature, adaptability, cooperation etc.  
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In this research, we investigate the use of a latest metaheuristic viz., the Teaching Learning Based Optimization Algorithm 

(TLBO) given by Rao et al. [4] towards solving the RCPSP problem. In recent years, the TLBO has emerged as an efficient and 

prominent metaheuristic to solve a variety of optimization problems with results quite comparable to other metaheuristic algorithms. 

Along with the classic TLBO, another algorithm which combines the steps of the TLBO with the advantages of the crossover 

operation inspired by Genetic Algorithm (GA) is also investigated.  The results of the investigation are presented by testing them on 

benchmark RCPSP test instances and comparing them with earlier seminal metaheuristics. The numerous results and comparisons 

show the competitiveness and superiority of the investigated research. 

The remainder of the paper is organized as follows: Section 2 discusses previous related work in the field of RCPSP solutions, 

both heuristic and metaheuristic. Section 3 formulates the RCPSP problem while Section 4 discusses both the TLBO based 

approaches proposed in this research. Section 5 provides the results of the conducted experiments on the benchmark instances. Section 

6 provides the analysis and conclusion of the results along with the probable future directions in this research. 

II. RELATED WORK 

Being a class of NP-Hard Optimization Problems, RCPSP is an important intractable problem in the domain of Operations 

Research, which has attracted researchers to this field. Many researches have proposed many approaches to solve the problem which 

can be broadly classified into three categories: deterministic or exact methods, heuristic and soft computing-based metaheuristic 

methods. 

Initial researches had proposed exact methods to solve the problem using problem solving techniques like Mixed Integer 

Programming, Branch and Bound and Dynamic Programming [5]. Though these methods come with the assurance of optimal 

solution, they can be used to solve only small sized instances of the problem since computational efforts and execution time increase 

exponentially as the size of the problem increases. This limitation has motivated researchers to look for approximate algorithms either 

based on heuristics or Artificial Intelligence based metaheuristics to find solutions for large-sized practical problems in an acceptable 

computational effort. 

Several heuristic methods have been proposed to obtain near-optimal solutions for large sized instances in a rational amount of 

time. These are problem specific methods which begin with an initial empty solution set which are subsequently filled up with 

activities iteratively based on either Priority Rule Based Heuristics or Schedule Generation Schemes (SGS). In Priority based 

methods, priority values are calculated for an activity based on some rules. The activities are then scheduled such that a good solution 

would be obtained. On the other hand, SGS encoding generates feasible schedules taking into consideration starting times of the 

activities based on their precedence. They apply two SGS schemes: Serial SGS based on activity incrementation or Parallel SGS 

based on time incrementation. Authors in [5][6][7][8] Kolisch and Hartmann, 1999, 2006; Kolisch and Padman, 2001) have put 

forward different heuristic techniques to solve the RCPSP problem which were based on different Schedule Generation Schemes 

(both serial and parallel), X-pass methods, Forward Backward Improvement (FBI) and also Priority Rule-Based Heuristics. Though 

Priority based-methods can solve large-sized RCPSP problem within acceptable time, they are hard to adapt to the constraints of 

problems dynamically. Hence SGS are more preferred as heuristics to solve large instances of the RCPSP problem. 

In the last two decades, many researchers have explored the use of Nature Inspired Soft Computing metaheuristics over heuristics 

to better the solution provided by the heuristic methods. Metaheuristics are a class of methods used to solve optimization problems. 

They try to find solutions by emulating successful foraging behaviours and processes found in nature. Starting with an initial set of 

population constituting of initial feasible solutions, they keep evolving and improving over generations by applying a set of operations 

that transform current solutions to better solutions. Kolisch and Hartmann [5][7] experimented with metaheuristics like Genetic 

Algorithms (GA), Simulated Annealing (SA) and Tabu Search (TS) over the initial schedules found using earlier heuristic methods. 

The tests were carried out on benchmark test problems from the PSPLIB [9]. It was experimentally observed that the average standard 

deviation from optimal solutions was better using this strategy. These experiments also initiated the idea of first generating feasible 

solutions using heuristic methods and applying various Soft Computing based metaheuristic methods over them to select schedules 

which are optimal. 

Over the years, several other Nature Inspired Soft Computing based Swarm Intelligence based metaheuristics which maintained 

a set of solutions in each iteration were proposed. One of the earliest such work was the usage of Ant Colony Optimization (ACO) 

suggested by Merkle and Middenhorf [2]. Many variations and improvements to this were suggested by various researchers [10][11]. 

These were based on Max-Min ACO or applying oblivion rate to the pheromone trail after every generation. Another popular 

metaheuristic that has gained popularity is the Particle Swarm Optimization (PSO) algorithm. Zhang et al. [12] put forward a solution 

based on the PSO with competitive results especially for the J30 test instances from the PSPLIB [9]. This led to various other 

researches using PSO with modifications [13][14]. Another popular metaheuristic that has been explored in the study of the RCPSP 

problem is the Bee Algorithm (BA) which is based on the foraging behaviour of honeybees in nature. Ziarati et al. [15](2011) 

suggested three different variations of the Bee Algorithms. Some discretized permutation-based Bee Algorithm techniques have been 

proposed by Nemmich et al. [16][17]. Some researches based on Hybridization of BA and PSO has also been suggested based on 

experiments carried out in Jia et. al. [18]. Some other prominent works include the usage of Nature Inspired metaheuristics like 

Cuckoo Search Algorithm [19][20], Flower Pollination Algorithm [21], Brain Storm Algorithm [22], Discrete Firefly Algorithm [23] 

amongst a few. 

Metaheuristics are now often used to solve large-sized instances of NP-Hard problems due to their ability to produce reasonably 

good results in polynomial time. TLBO is a recent metaheuristic proposed by Rao et al. [4]. This algorithm emulates the teaching 

learning process of a class. It uses the Teacher and the Learners’ as the vital components of the algorithm. The algorithm is designed 

to use the collective intelligence of the class to obtain optimum results. Many researches recently have proposed the use of the TLBO 

algorithm for a variety of constrained optimization problems [24][25][26] with competitive results. This has motivated us to apply 

the TLBO algorithm in our research. We also propose the use of 2-point crossover applied to the TLBO to solve the RCPSP problem. 

These have been tested on benchmark test instances from PSPLIB [9] and the results have been discussed and analysed.  
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III. PROBLEM FORMULATION 

In this section, we formulate the model for the single-mode RCPSP problem. To represent the RCPSP for a project, the following 

information is needed [1]: 

J Set of n activities in a project 

k  Number of resources.  

Rk Constant amount of Rk units of resource k available at any time 

rjk During processing, activity j occupies rjk units of resource k for k = 1, ..., r 

pj Duration of an activity j 

Sj Start time an of activity j 

Cj Completion time of activity j given by Sj + pj 

ij  Set of all precedence between some activities i, j indicating that activity j cannot be started before 

activity i is completed 

 

The objective of the RCPSP problem is to determine the Schedule set S for the project, in such a way that: 

 At each time t the total demand for resource k is not greater than the availability Rk for k = 1, ... , r, 

 The precedence constraints are fulfilled, i. e. Si+ pi ≤ Sj if i  j ,  

 Some objective functions f( C1, ... , Cn) are minimized with C denoting Completion time of project 

Thus formally RCPSP would be defined by a tuple (V, p, E, R, B, b), where: 

V = {A0, ..., An+1} Activities constituting the project, where n is the number of activities in a project, activities 0 and n+1 

being dummy activities, denoting the start point and the end point of a project respectively 

P Duration set, p0, pn+1 = 0 

E Set of precedence, given by pairs (Ai, Aj ) ∈ E means that activity Ai precedes activity Aj 

R Renewable resources’ set 

B Availabilities of resources such that Bk denotes the availability of Rk 

B Demands of activities for resources, bik representing the amount of resource Rk used per time period 

during the execution of Ai 

For the above information provided regarding a project, we need to construct an optimal schedule.  

A solution S is feasible if it is compatible with both the Precedence Constraints as well as the Resource Constraints. Thus, the 

mathematical model of the RCPSP would be as follows: 

Objective Function: 

Min (Cmax)          (1) 

Subject to constraints: 

𝑆𝑗 − 𝑆𝑖 ≥ 𝑝𝑖∀(𝐴𝑖, 𝐴𝑗) ∈ 𝐸       (2) 

∑ 𝑏𝑖𝑘 ≤ 𝐵𝑘, ∀𝑅𝑘 ∈ 𝑅, ∀𝑡 ≥ 0𝐴𝑖∈𝐴𝑡       (3) 

𝐶𝑗 ≥ 0         (4) 

Thus, in RCPSP we need to find a Schedule S which has the minimum time considering the constraints of precedence of activities 

and resources available at hand. 

The RCPSP can be demonstrated with a small example as given in Figure 1.  

The RCPSP is represented here as a directed acyclic Activity on Node (AoN) graph. Activities are represented as nodes and the 

precedences as directed paths between activities. There are 6 non-dummy activities represented numbered as nodes 1-6 which have 

to be scheduled. They would be utilizing K = 2 renewable resources which have capacity of 4 and 2 units respectively. Equation 4 

gives the constraint of the completion time decision variable. 

The main objective is to identify a schedule of minimum makespan (Eq. 1), taking into consideration the precedence constraint 

(Eq. 2) and resource constraint (Eq. 3). The constraint in Eq. 4 depicts the constraint of the completion time decision variable. 
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Figure 1: RCPSP Example 

A feasible schedule of the above example is shown in Figure 2, with an optimal makespan of 15 units 

 
Figure 2: A feasible schedule for the given example 

 

IV. TEACHING LEARNING BASED OPTIMIZATION 

Like most evolutionary algorithms in the field of computational intelligence, TLBO [4] also employs an optimization method that 

is population-based. It approaches the global optima using a population of solutions. It takes inspiration from the fact that teachers as 

well as peers amongst learners influence the output of learners in the class. The algorithm consists of two vital entities in the system; 

The teacher and the learners. The working of the algorithm is based on two modes of learning: the interaction between the teacher 

and the learners, known as the Teacher Phase and the interaction amongst the learners known as the Learner Phase. Both these phases 

of the basic TLBO are explained below.  

 

4.1 Basic TLBO 

 

4.1.1 Teacher Phase 

This is the first phase wherein the learners try to learn from the teacher whereas the teacher through their knowledge attempts to 

increase the mean result of the class. In this phase, the individual i.e., the solution with the best fitness value is chosen as the Teacher 

of the class. If we consider an objective function f(x) with d-dimensional variables, the ith learner would be a feasible solution set 

𝑋𝑖 =  [𝑥𝑖1, 𝑥𝑖2, … 𝑥𝑖𝑑]. In a class of m learners, the mean of the class would be given by 𝑋𝑚𝑒𝑎𝑛  = 
1

𝑚⁄  [∑ 𝑥𝑖1
𝑚
𝑖=1 , ∑ 𝑥𝑖2

𝑚
𝑖=1 , … … ∑ 𝑥𝑖𝑑

𝑚
𝑖=1 ]. If the teacher i.e., the learner with the best fitness is represented as XTeacher, the position 

of learners’ are updated in each iteration as follows: 

𝑋𝑖,𝑛𝑒𝑤 =  𝑋𝑖,𝑜𝑙𝑑 +  𝑟𝑖(𝑋𝑇𝑒𝑎𝑐ℎ𝑒𝑟 −  𝑇𝐹𝑋𝑚𝑒𝑎𝑛)       (5) 

Where 𝑋𝑖,𝑛𝑒𝑤 and 𝑋𝑖,𝑜𝑙𝑑  are the updated and initial positions of the ith learner. 𝑟𝑖 is a random number in the range of [0,1]. 𝑇𝐹  is 

the teaching factor which denotes the mean value to be changed. Calculation of 𝑇𝐹  is a heuristic step given by 𝑇𝐹 = 𝑟𝑜𝑢𝑛𝑑(1 +
𝑟𝑎𝑛𝑑(0,1){2 − 1}, to keep the decision random with equal probability. 𝑇𝐹  can take values 1 or 2 with 1 corresponding to no increase 

in the knowledge level and 2 corresponding to transfer of knowledge from teacher to student. The new solution is updated if it is 

found to be better than the older one. 
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4.1.2 Learner Phase 

In this phase, the learners learn from each other due to peer interaction. If another learner has more knowledge than the current 

learner, the current learner also benefits through it. An individual learner Xj randomly selects another learner Xk (j≠k), and the 

learning happens as follows: 

𝑋𝑗,𝑛𝑒𝑤 = 𝑋𝑗,𝑜𝑙𝑑 + 𝑟𝑗(𝑋𝑗 − 𝑋𝑘) ,   𝑖𝑓 𝑓(𝑋𝑗) < 𝑓(𝑋𝑘)      (6) 

 

𝑋𝑗,𝑛𝑒𝑤 = 𝑋𝑗,𝑜𝑙𝑑 + 𝑟𝑗(𝑋𝑘 − 𝑋𝑗) ,    𝑖𝑓 𝑓(𝑋𝑗) > 𝑓(𝑋𝑘)      (7) 

 

The new value is accepted if it gives a better fitness value. Since it is a minimization problem, the lesser value of the objective 

function is the fitter value. 

 

4.2 TLBO for RCPSP 
The standard TLBO has been adapted to solve the RCPSP problem in this research. The framework for the proposed approach 

is given by the flowchart as shown in Figure. 3. 

 

4.2.1 Solution/Population Representation for the RCPSP and Schedule Generation 

The representation and encoding of the population in the RCPSP is an essential step for better algorithmic performance. Though 

the solution can be represented in many forms, Kolisch and Hartmann in their research [6], have mentioned that the RCPSP can be 

heuristically solved using an Activity List (permutation-based) representation or Random Key List (priority-key) representation. In 

our investigations, we have used an Activity List (AL) representation to generate the initial solutions, which was proven to be more 

suitable for single-mode RCPSP problems. An AL list representation is a more suited representation as it is easily implemented and 

also quickly decoded. Also, there always is an AL schedule that induces an optimal schedule [27]. 

Every population member or learner in the TLBO is an activity vector that represents a possible solution in the n-dimensional 

parameter space, where n represents the number of activities in the project. The index of the activity represents the order of the 

activity in the sequence. The encoding scheme lists the activities such that the precedence constraints have been maintained i.e. the 

predecessor should be indexed before its successors. As RCPSP is a discrete and deterministic problem, all the activities are integers 

and are distinct, the search space required by this permutation-based encoding scheme is drastically reduced. 

 

 
Figure 3. TLBO Algorithm Flowchart for the RCPSP Problem 

 

An example, an Activity List for the example shown in Figure. 1 can be described as shown in Figure. 4. Activities 0 and 7 are 

the dummy activities to represent the beginning and end of the project respectively. 

 

 
Figure 4. Example of AL representation 
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These ALs need to be made feasible so that they can be evaluated to find the best solution. Hence, Schedule Generation Schemes 

(SGS) are used to produce active non-delay schedules from the ALs. SGS is the fundamental decoding procedure for the RCPSP 

that takes into consideration both the precedence constraints as well as the availability of the constrained resources at hand [7]. It is 

a heuristic that starts from schedule of zero activities and adds activities to be scheduled through iterative improvements. There are 

two types of SGS viz; Serial SGS (SSGS) that generates schedules using activity incrementation and Parallel SGS (PSGS) which 

performs time incrementation to add activities iteratively in each time interval. In this research, SSGS decoding has been adopted 

for generating active schedules. The SSGS is applied by most metaheuristics for the RCPSP [7] as it is found to be most suitable 

for permutation-based encoding as it always generates active non-delay (feasible) schedules. Hence searching the solution space 

using a metaheuristic would have greater probability of returning optimal results.  

SSGS generates the entire generation of a feasible schedule in n iterations, n being the number of activities in project to be 

scheduled. In each iteration, an activity is taken and is scheduled at its earliest feasible completion time satisfying both the resource 

and precedence constraints. On the nth iteration, the schedule terminates as all the non-dummy activities have been scheduled. The 

makespan is given by the maximum completion time amongst all the activities preceding dummy activity n+1. The SSGS operates 

in time O(n2R), R being the resources available for the project. The makespan determines the fitness value of every learner i.e., 

every feasible schedule. 

 

4.2.1 Teacher Phase for RCPSP 

The schedule with the minimum makespan i.e., maximum fitness in the entire population (generated using SSGS) is selected as 

the Teacher. The mean for the entire population is calculated. Every learner is updated based on Eq. (5) if the updated value has a 

better fitness (calculated using SSGS). However, the equations for classic TLBO are mostly designed for continuous optimization 

problems. RCPSP, though, is a discrete optimization problem with every activity in the schedule list being distinct. Hence, the 

equations for the mean and updating the learner are modified by rounding of the results. Also, since we need distinct activities from 

1 to n in a project, the Eq. (5) is modified as follows: 

𝑋𝑖,𝑛𝑒𝑤 =  𝑟𝑜𝑢𝑛𝑑(𝑋𝑖,𝑜𝑙𝑑 +  𝑎𝑏𝑠(
2∗𝑟𝑖(𝑋𝑇𝑒𝑎𝑐ℎ𝑒𝑟− 𝑇𝐹𝑋𝑚𝑒𝑎𝑛)

100
))     (8) 

Thus, algorithm is modified to generate a Discrete TLBO formula for updating the learner in the Teacher Phase. A similar 

modification is done in the Learner Phase which is explained in the next subsection. 

 

4.2.3 Learner Phase for RCPSP 

As mentioned earlier in the Learner Phase, the learners’ enhance their knowledge by peer interaction with other learners. Hence, 

the current learner j is compared with another learner k (j ≠ k) as per the formulae given in Eq. (6) and Eq. (7). However, to make 

it suitable to a discrete problem, the equations are modified as follows:  

 

𝑋𝑗,𝑛𝑒𝑤 = 𝑟𝑜𝑢𝑛𝑑 (𝑋𝑗,𝑜𝑙𝑑 + 𝑎𝑏𝑠 (
2∗𝑟𝑗(𝑋𝑗−𝑋𝑘)

100
)) , 𝑖𝑓 𝑓(𝑋𝑗) < 𝑓(𝑋𝑘)     (9) 

𝑋𝑗,𝑛𝑒𝑤 = 𝑟𝑜𝑢𝑛𝑑 (𝑋𝑗,𝑜𝑙𝑑 + 𝑎𝑏𝑠 (
2∗𝑟𝑗(𝑋𝑗−𝑋𝑘)

100
)) , 𝑖𝑓 𝑓(𝑋𝑗) > 𝑓(𝑋𝑘)     (10) 

 

In this way, a Discrete TLBO (DTLBO) variant of the classic TLBO has been implemented to solve the discrete RCPSP problem.  

The Teacher and the learner phase are iteratively applied over the number of generations. Once the termination criteria is 

satisfied, the Teacher is returned as the best solution for the project. 

 

4.3 2-point Crossover 

In the previous subsection, a DTLBO algorithm to solve the RCPSP problem that was adopted has been discussed. Hartmann 

[28] has mentioned few competitive techniques using concepts of Genetic Algorithm to solve this problem.  

Hence, we adopt a novel approach to solve the RCPSP problem, wherein the updating of the Learner in both the phases is done 

using a 2-point crossover as in Genetic Algorithm. The steps for the TLBO, however remain the same. The framework for the same 

is given by the following flowchart in Fig. 4. 

As seen in the Fig 4, the initial encoding and decoding process is the same as the DLTBO implementation. Once, the initial 

schedules are generated, they are converted into feasible solutions using SSGS as before. Also, the solution with the best fitness 

i.e., makespan is selected as the teacher and the mean is for the class is calculated. 
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Figure 4. TLBO Algorithm using 2-point crossover Flowchart for the RCPSP Problem 

 

4.3.1 Teacher and Learner Phases 

As has been mentioned in the previous subsections, the Teacher i.e., the individual with the best fitness transfers his/her 

knowledge to the other individuals in the class i.e., the Learners. Here, we do this using a two-point crossover [28]. As an example, 

consider two individuals, I1 and I2 as the Teacher and a Learner Respectively. Let their feasible schedules be depicted as shown in 

Figure. 5, with 0 and 7 being the dummy activities.  

This is for the example illustrated in Figure. 2  

 

 
Figure 5. Feasible Schedules of Teacher and a Learner 

We randomly generate two integers u1 and u2 in the range [1, n]. Let the values generated by random number generation be u1=2 

and u2=4. A new individual Inew
 is generated using the following crossover operations: 

 

𝐼𝑗
𝑛𝑒𝑤 = 𝐼𝑗

2,     1 ≤ 𝑗 ≤ 𝑢1         (11) 

 

𝐼𝑗
𝑛𝑒𝑤 = 𝐼𝑘

1,     𝑘 = min {𝑘|𝐼𝑘
2  ∉ {𝐼𝑘

𝑛𝑒𝑤 , … . , 𝐼𝑢1
𝑛𝑒𝑤}, 𝑢1 + 1 ≤ 𝑗 ≤ 𝑢2    (12) 

 

𝐼𝑗
𝑛𝑒𝑤 = 𝐼𝑘

2,     𝑘 = min {𝑘|𝐼𝑘
2  ∉ {𝐼𝑘

𝑛𝑒𝑤 , … . , 𝐼𝑢2
𝑛𝑒𝑤}, 𝑢2 + 1 ≤ 𝑗 ≤ 𝑛    (13) 

 

Hence, the new Individual based on I1 and I2 would be as illustrated in Figure 6. The new individual is replaced if it has a better 

fitness value than the fitness of the current learner. 
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Figure 6. Individual generated after two-point crossover 

 

Similarly, in the Learner Phase, where the learners learn from each other, we randomly select another learner and perform a 

two-point crossover [28] on the Activity Lists to generate the new Individual Learner. If the new individual is better, it replaces the 

older learner. 

This process is carried out for all learners till the termination criterion is satisfied, post which the algorithm terminates by 

returning the updated Teacher as the best solution. 

 

V. EXPERIMENTAL RESULTS AND COMPARISONS 

In this section we report and discuss the results of the extensive computational experiments carried out to inspect the performances 

of the proposed algorithms mentioned in the previous section. Both the proposed models are investigated using the standard 

benchmark data sets from the PSPLIB [9]. The PSPLIB consists of 4 different types of datasets viz; J30, J60, J90 and J120. J30, J60 

and J90 are sets of projects having 30, 60 and 90 activities (non-dummy) respectively. These sets contain 480 such instances that can 

be comprehensively tested. Similarly, the J120 set consists of 600 project instances of 120 non-dummy activities each. They are 

generated using the ProGen Generator. Each instance is generated using 3 main parameters, viz; Resource Strength (RS), Resource 

Factor (RF) and Network Complexity (NC). More details about the instances and their generation can be found in Sprecher and 

Kolisch (1997). Table 1 illustrates an example of the 30 activities instance (J301_10) in the PSPLIB.  As seen in the table, this project 

instance consists of 30 activities and 4 types of resources, with every activity having a maximum of 3 successors. Since the RCPSP 

is such a complex problem, optimal solutions are known only for the J30 instances. For the other instances, critical path lower bound 

solutions are provided. To be able to provide a reasonable comparison with other seminal models, the instances are tested over 1000 

and 5000 schedules. The solutions are measured on the basis of average deviation (Dev_Avg) from the optimal schedules for the J30 

instances and average deviation from best solutions obtained from lower bound critical path methods for the other instances. Dev_Avg 

is the deviation of the solution given by the proposed model and the best solutions stored in the data sets. 

 

Table 1. Instance J301_10 with precedence and resource requirements 

Activity# Successors Duration Required Resources 

R

1 

R

2 

R

3 

R

4 
1 (dummy) 2 3 4 0 0 0 0 0 

2 5 7 20 4 1 0 0 0 

3 22   3 0 0 0 2 

4 18   10 0 0 0 4 

5 6 9 10 10 0 0 1 0 

6 30   5 0 10 0 0 

7 8 11 21 1 0 3 0 0 

8 30   7 3 0 0 0 

9 13 14 16 4 0 0 0 1 

10 19   5 0 0 0 6 

11 12   7 0 0 0 6 

12 17 25  10 0 3 0 0 

13 21 23  2 0 7 0 0 

14 15 27  4 0 0 2 0 

15 28   5 0 5 0 0 

16 29   5 0 0 0 1 

17 24   4 0 0 0 4 

18 19 23  3 0 0 7 0 

19 31   7 0 0 0 3 

20 23   6 8 0 0 0 

21 24   2 0 0 2 0 

22 26 27  5 0 0 8 0 

23 26 31  8 10 0 0 0 

24 28   3 0 0 7 0 

25 27 28  3 5 0 0 0 

26 30   2 8 0 0 0 

27 31   10 0 0 5 0 

28 29   3 0 0 0 9 

29 32   5 8 0 0 0 

30 32   5 7 0 0 0 

31 32   1 5 0 0 0 

32 (dummy)    0 0 0 0 0 

Resource Availabilities  11 12 9 9 

 

The Dev_Avg in percentages is as given in Eq. (14):   

 

𝐷𝑒𝑣_𝐴𝑣𝑔 =
∑

(𝑂𝑏𝑡𝑎𝑖𝑛𝑒𝑑𝑖−𝐵𝑒𝑠𝑡𝑖)

𝐵𝑒𝑠𝑡𝑖
𝑖∈𝐵𝐼 ∗100

𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑠
       (14) 

 

  u1  u2    Inew
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 Where BI denotes Benchmark Instances. 

 

 5.1 Parameter Settings 

The TLBO algorithm does not require setting of parameters. The only factor that is calculated i.e., the TF takes value between 1 

and 2 and are calculated randomly with every population member. The TLBO is a fast-converging algorithm. Hence, even if the 

population size is large, it does not slow down the algorithm. By experimentation, the population size i.e., the number of learners is 

kept at 100.  

The models have been implemented using Matlab R2014a on a CORE i5 10th Generation 16 GHz machine. Initially, we have 

conducted 10 independent runs of both the DTLBO and the TLBO-2point crossover for 10% of the test instances of all the data sets 

without any repetition. The results of the independent results are as shown in Table 2. 

Table 2. Average Deviation on training instances for DTLBO and TLBO-2pt crossover 

 

Expt. 

No. 

Average Deviation 

J30 Dev_Avg J60 Dev_Avg J90 Dev_Avg J120 Dev_Avg 

DTLBO TLBO-

2pt 

DTLBO TLBO-

2pt 

DTLBO TLBO-

2pt 

DTLBO TLBO-

2pt 

1 2.45 0.99 12.77 11.42 15.74 14.68 35.73 33.602 

2 2.22 0.64 13.32 11.78 16.13 15.15 35.20 33.989 

3 2.58 1.01 12.54 12.28 15.50 15.31 35.695 32.567 

4 2.81 0.72 13.26 11.98 15.24 14.58 36.542 33.092 

5 2.87 0.94 12.91 12.13 16.04 15.09 35.826 33.613 

6 2.61 1.05 12.98 11.48 14.70 13.98 35.553 33.134 

7 2.67 1.07 13.10 11.87 15.17 14.22 35.03 32.706 

8 2.41 0.65 12.59 12.18 15.80 14.94 35.70 32.41 

9 2.97 1.23 13.26 11.45 16.11 15.15 35.07 33.198 

10 2.82 0.98 12.83 11.60 15.44 14.43 35.31 32.561 

From the results shown in the Table, it is evident that the hybrid TLBO with a 2-point crossover performs better than DTLBO for 

all the benchmark test instances. The DTLBO requires rounding off continuous values generated so that the sequence can be 

discretized. This is totally avoided in the 2-point crossover technique inspired by the GA [28]. Hence, the sequences generated are 

always discrete and distinct. Hence, a hybrid TLBO-2pt crossover model works better than the standard TLBO model which is 

discretized to solve the RCPSP problem. Figure. 7 shows the comparison of average deviation of all the training schedules for all the 

four test instances for both DTLBO and TLBO-2point crossover.  

 
                                                 (a)                   (b) 

 
     (c)                (d) 

Figure 7. Comparison of DTLBO and TLBO-2pt over benchmark test instances 

An exhaustive comparison of our model has been done with the best available metaheuristics in literature. These include models 

involving Genetic Algorithms [28], ACO [2][10][11], PSO [13][18], BA [[15][16][17]. To be able to present a fair comparison, the 

TLBO model too has been tested over 1000 and 5000 schedules for 30 independent runs for lower and medium size test instances 

and 20 independent runs for the J120 data set for its computational complexity. 
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Table. 3 presents the average standard deviation for the J120 test instances where all the instances have been tested for 1000 as 

well as 5000 schedules respectively. 

Algorithm/Model SGS Schedules 

1000 5000 

GA [28] Serial 39.37 36.74 

GA [28] Priority Rule 39.93 38.49 

ACO [2] Serial 35.56 35.56 

MMAS [10] Serial -- 31.55 

ACO-DOR [11] -- 26.58 26.57 

A-PSO [13] Random Key 34.93 32.49 

ABC [15] Serial 43.24 39.87 

BSO [15] Serial  41.18 37.86 

BA [15] Serial  40.38 38.12 

PBA [16] Serial  42.85 38.45 

ABC-PSO [18] Serial 36.15 35.28 

IDCS [19] Serial 33.43 32.69 

TLBO-2pt – This study Serial 33.35 32.08 

 

Table 4 and 5 show the average standard deviations from the lower bound critical path solutions for the J60 and the J30 case 

studies. There have not been many tests conducted on the J90 datasets to provide a substantial comparison. From the tables, we find 

that the proposed model using TLBO is very much competitive and comparable algorithm to solve the RCPSP problem. The 

deviations for J120 and J60 which are more indicative of medium and large sized projects show a great improvement in the standard 

deviation due to the TLBO algorithm. The deviation of the J30 test instances is also comparable. The usage of the 2-point crossover 

enhances the exploration search as well as and helps generate more potential learners for the next iteration/generation.   

Algorithm/Model SGS Schedules 

1000 5000 

GA [28]  Serial 12.68 11.89 

GA [28] Priority Rule 13.30 12.74 

ACO-DOR [11] -- 11.51 11.51 

A-PSO [13] Random Key 11.94 11.12 

PSO-ICA [14] -- 12.58 12.36 

ABC [15] Serial 14.57 13.12 

BSO [15] Serial  13.67 12.70 

BA [15] Serial  13.35 12.83 

PBA [16] Serial  13.39 12.10 

ABC-PSO [18] Serial 12.14 11.90 

IDCS [19] Serial 11.78 10.99 

TLBO-2pt – This study Serial 11.82 11.02 

 

The crossover method used in both the phases generates the new population based on present and historical random learner, 

allowing learners’ positions in the new population modified with better probability. Both the Teacher and the Learner Phase are 

adapted suitably to accommodate the discrete and deterministic nature of the RCPSP problem for single-mode variant, thus enhancing 

the capability to find the global optima balancing both the exploration and exploitation capability. The crossover operation randomly 

modifies the learners thereby enhancing the searchability in the global space. This variation helps improve the explorability of the 

standard algorithm which can otherwise get stuck in the local search space. 

 

VI. CONCLUSION 

It is a well-proven fact that Constrained Optimization Problems like the scheduling problems are the few of the most complicated 

Combinatorial Optimization Problems in literature, RCPSP being one of them. Also, due to its essential use in industry, an optimal 

solution to the problem is evidently needed. In this research, two variants of the TLBO i.e., the Discrete TLBO and the TLBO-2 point 

crossover have been applied to solve the RCPSP problem for its various benchmark test instances from the PSPLIB library. An 

exhaustive study and comparison of these techniques’ vis a vis other prominent researches have also been presented. The 

computational experiments show that both the variants produce consistently good solutions with the 2-point crossover variant 

outperforming the DTLBO variant. The 2-point crossover operator introduced in the second variant improves the performance of the 

classic TLBO algorithm demonstrating that hybrid metaheuristics show better promise in reaching global optima for the RCPSP 

problem. These improved algorithms also require less parameters, the only important ones being the population size and the number 

of generations. Thus, hybrids with less parameters to be set can be future direction of investigation towards solving this problem 

optimally. 
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Algorithm/Model SGS Schedules 

1000 5000 

GA [28] Serial 1.03 0.56 

GA [28] Priority Rule 1.38 1.12 

A-PSO [13] Random Key 0.28 0.06 

PSO-ICA [14] -- 0.57 0.46 

ABC [15] Serial 0.98 0.57 

BSO [15] Serial  0.65 0.36 

BA [15] Serial  0.63 0.33 

PBA [16] Serial  0.62 0.30 

ABC-PSO Serial 0.28 0.15 

IDCS [19] Serial 0.44 0.25 

TLBO-2pt–This study Serial 0.86 0.54 

 

The results also show that a hybrid approach consisting of the best features of various soft computing and nature inspired 

algorithms provides a better standard deviation from the optimal values. Hence, a hybrid approach with well-known Nature Inspired 

Swarm Intelligence techniques can be a way of approaching this problem in the future. 

This approach can be extended towards other variants of the RCPSP problem like multi-mode or multi-skill situations, pre-

emptive precedence or stochastic time durations by way of future study. These variants of TLBO can also be used to solve other hard 

Combinatorial Optimization Problems. Hybrid approaches combining the ease of TLBO with other operations of Genetic Algorithms 

like mutation and elitism can also be investigated in future.   
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